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Abstract
Encoded Bit Meaning i i .
This project is an extension of Market Basket Analysis to apply to P item on promotion that 2 AprIOrl Algorlthm 2.3 Pseudocode
items on promotion. When a grocery retailers place an item on . ’l“:"e‘?k —— o~
. . . . . : em experiencedad expecte v
E:’O:; ?t\llc;? t:z m:e?:sftﬁgf er:)n dfjll?t period Is expected to lead to level of sales that week Apriori works by creating frequent item-sets with that have a C,: Candidate itemset of size k
9 . P | 0 item experienced higher minimum level of support and using the item-sets to create strong L, - frequent itemset of size k
. U . . . than expected sales that association rules that have a minimum level of confidence. [4] .

However, there is also a cannibalization (items being negatively week L, = {frequent items}; _
affected) and halo effect (items being positively affected) that is U ltem experienced lower for (k=1; L, !=; k++) do begin _
assumed to occur with items related to the promoted item. For than expected sales that 2.1 Support and Confidence k+1 = candidates generated from L,;

. s L for each transaction ¢t in database do
example, if hot dogs go on sale not only will it sell in higher volume week increment the count of all candidates in C,,,
but sausages would be expected to sell less (cannibalization) and hot | that are g@gtéiineq In Ct th min_support

. - . s : .1 = candidatesin C,,, wi in_su
dog buns would be expected to sell higher volume. If an item is on promotion it will have a P as its bit regardles of its !:/Imlmur[n Supiport Netedebd (S_) ._f'_l'he tmlnlmurrr: ?urrb1bers of_(;umej, fan ok k+1
sales performance that week. item-set must occur to be significant enough to be considered for return U, L,;

creating rules

Whether an item has expected (X), under (U) or oversold (O) will be

MARKET BASKET ANALYSIS based on a given weeks variance (V) from historic sales. The variance ~ “inimum Confidence Needed (C): The minimum number of times a After the frequent item-sets of different length are createa
threshold will be an input from the user such that in order to be ule - must b? found for it to be S|gn|f|capt: For example, t the.y are said to b_e valid rules if they the item-set has a
[T < @ deemed expected sales the followeing must hold: eggs—bacon IS the rule then. there mus_t be a minimum proportion, C, valid level of confidence [3].
\ ﬁ of the transactions that contain eggs which also contain bacon.
I 3 (}C — }E) .
TR N i3k | <V o Conclusion
) @ X 2.2 The Process of Apriori
0 E X:sales average . .. The project can be summarized in the following manner:
h__ <> . Afterthe user of the program determines the minimum level of support
x:period sales - - : -
and confidence necessary, the algorithm will progress using the steps 1. Preprocessing
98% of people ufmpurdmaiﬂd i'ft!'J:'.l'Hi A and B V' Variance (0 <V < 1) outlined below. [2] | |
aiis Pkt tan € Input: Item sales data, variance amount
[1] Else, the item will be encoded with with either the under (U) 3 ) Output; Item-set
or oversold (O) bit. I.f'f oot )
. - e 2. Apriori Algorithm
1.2 Finalizing the Item-Set M
Scan the transaction Inputs: Item-set, Confidence Level, Support Level
The goal of this project is to use association rule learning algorithms . N . . . . pprt 8 of ans Output: Strong Rules from frequent itemsets
to create definitive cause-and-effect rules for relationships between  The logic described in the previous sections will be applied in the tem
items. Specifically, the Apriori Algorithm will be used to determine the ~ following manner: U NG
scale of the Halo and Cannibilization effect relating to ltems on
promotion. The final product will include a program able to translate [tem Week |Promo_Flag| x | X - 4:;;{ Discard item
sales data into an item-set and that item-set into a set of association Eggs 5 0] 350| 250
rules Bacon 5 1| 500| 300 ‘11 Yes
Sausage 5 0] 300 400
_ Toothpaste 5 0] 275| 250 T Referen CES
1 Creating the ltem-Set Honey 6 0] 150[ 200
Jam 6 1| 300] 200
PeanutButter 6 0| 250| 200 U [1] - Market Basket Analysis. Data Mining (2014).
50ap 6 0] 250§ 250 o r—— Available at: https://uwsdatamining.wordpress.com/
temset gemerate al market-basket-analysis/.
The first step of this project requires the creation of an item-set that is ety wlbiny b
used by the Apriori Algorithm to create rules. This item-set is a group | o U [2] - Mitta, M., Singh, J., Aggarwal, A., Kumari, K. &
of transactions and their corresponding items for a given time frame Th_e above table is converted 119 the following item-set, o soch nonemety Yadav, M. Ordering Policy for Imperfect Quality
and in this V =0.1 as set by program user: confidence, € ltemsets using Cross Selling Effects. (2014).
N
_ _ uh ’ [3] - Wasilewska, A. Apriori Algorithm. Available at:
1.1 Encoding the Items Transaction_ID [tems e T u-n..m http://www3.cs.stonybrook.edu/~cse634/
S1IW5 Eggs.O, Sausage.U, T onfidence T lecture_notes/07apriori.pdf.
Bacon.P, Toothpaste.X ey l
_ U, P, y Yes _
Each week at a given location is defined as a transaction and the >LWO Eg:ﬁtﬁuﬁgo Soap.X ﬂ [4] - Tan,. P.-N., Stelnpaph, M. & Kumar, V.
items for each transaction are encoded with a bit relating to sales ’ Add ta strang rules Introduction to data mining. (Pearson, 2015).

performance and whether or not an item was on promotion.
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